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[bookmark: _Toc178921160]Introduction
This document is the Continuity of Operations Plan (COP) used by DeTect, Inc. (DeTect) and its subcontractor AET Environmental to ensure the continuous operation and availability of the Avian Hazard Advisory System (AHAS) and the Bird Avoidance Model (BAM).  This COP will be reviewed and revised as required to reflect new project developments, new awards or other modifications to the contract.  Revisions will be endorsed by the Program/Project Managers (hereinafter referred to as “Program/Project Manager”) after review and acceptance by the client.  
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Responsibilities 
The Program/Project Managers are responsible for the continuous operation of the AHAS and BAM web sites and all processes that provide the data for AHAS and the BAM.   Running AHAS and the BAM on a continuous basis 24 hours a day, 7 days a week requires redundancy of personnel and equipment.  DeTect has taken steps to ensure that the required personnel and equipment are available to accomplish the required tasks.

PERSONNEL
Running the Avian Hazard Advisory System requires personnel with various skills.  In the event that one of the primary employees working on AHAS and the BAM becomes unavailable, DeTect employs multiple people with the skills needed to keep AHAS and the BAM running.
Ron White - DeTect Inc., Panama City, Florida
Tim West - DeTect Inc., Panama City, Florida
Bobby Sellers - DeTect Inc., Panama City, Florida 

  
Visual Basic Programming
All custom programs used by AHAS and the BAM are written using the visual basic programming language or C#.  DeTect employs four employees in the Panama City office that have the skills required to write programs and trouble shoot any problems with the current software.  
GIS
Updating raster and vector layers used in AHAS and the BAM requires the use of various GIS software including Idrisi and ArcMap.  DeTect employs three employees that have the skills needed to perform these tasks.
SQL Server
DeTect uses Microsoft SQL Server software to store data and process and serve risk information to users of AHAS and the BAM.  DeTect’s Panama City office has five employees that have experience with SQL server and are capable of performing the necessary tasks.
Web Pages
AHAS and BAM information are served to users via the internet using web pages.  The web pages do not need to be modified or updated on a regular basis.  But to satisfy requests made by the Air Force BASH team, DeTect needs to have employees with some skill working with web pages.  The Panama City office has 2 employees capable of performing any web page tasks and multiple employees with some experience working with web pages.
Hardware
DeTect employs 3 people that are capable of maintaining the computers and networks required to keep AHAS and the BAM running.
System Monitoring
All error messages and AHAS emails are sent directly to the project manager.  The project manager can resolve most issues remotely.  If the project manager is unavailable or the issue cannot be resolved remotely, another DeTect employee will contacted via cell phone to correct the problem.

EQUIPMENT
AHAS and the BAM depend on 18 computers, and an internet connection to acquire and process data to provide risk information to pilots.
· 2 Web Servers
· 2 SQL Servers
· 1 Domain Controller
· 8 weather suppression workstations
· 2 risk extraction computers
· 1 Animation computer
· 1 weather processing computer.
· 1 storage server.
Hard Drive Failure
[bookmark: _Toc481555675][bookmark: _Toc32683517][bookmark: _Toc178921164]All of the AHAS servers have RAID 0 to protect them from the failure of a single hard drive.  Workstations either have RAID or are easily replaced.
Equipment failure
In the event of a computer failure, DeTect has backup computers available to replace them immediately.  The only exception is the WXP computer provided by Unisys.  In the event of a failure of this computer a replacement would have to be obtained from Unisys.  While waiting for the replacement of this computer, AHAS would only be able to provide BAM data and no "live" data would be available.  The new computer would cost approximately $4,000.00 and take up to two weeks for delivery.
POWER FAILURE
In the event of a short term power failure all of the equipment are connected to battery back-ups.  If the power outage is greater than 30 minutes, the entire system can be switched to generator power that is installed at DeTect’s facility and will be run until power is restored.  The generator can run for 10 days before the oil needs to be changed.  The AHAS system will be able to run on battery backups until the oil change is completed.

DISASTER
In case of an event such as a hurricane or other event that threatens the entire Panama City office, DeTect has a backup web server with Microsoft Azure.  This system will be able to keep the AHAS web page up and running in the event the main system is down, however no live data will be available and only the BAM risk will be displayed.  
Switching the IP address to the backup site will only occur if the primary site is expected to be down for more than 24 hours.  To switch to the backup system the AHAS Project Manager will manually log into the DNS server's web site and change the IP address associated with usahas.com to the IP address of the backup system.  The Azure web site is already set up to accept the USAHAS domain.
A test of the backup site will be conducted monthly and documented in the monthly report.  This test will consist of using a web browser to access the backup and testing the functionality of the web pages.  The IP address will not be changed on the DNS server during the monthly tests.  Changing the IP address can take up to 24 hours for the changes to propagate throughout the internet and is not necessary to test the backup site.  
[bookmark: _GoBack]In addition to the above, DeTect’s Corporate Disaster Management Plan allows for the full AHAS/BAM system (as well as all DeTect Panama City technical and business operations) to be evacuated and relocated inland and installed at predetermined standby sites to be fully operating within 72 hours of an evacuation.  In this event, the Microsoft Azure web site will provide continuity of service while the full system is temporarily relocated.  If the disaster event is expected to last less than 72 hours, the AHAS system will be stored in a safe location and then returned after the event. 

internet SERVICE PROVIDERS
The AHAS system requires internet service to provide the AHAS data via a web page.  To insure that we have service at all times DeTect has a fiber and a cable internet connection provided by WOW.  
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DeTect Software  
All of DeTect’s custom AHAS and BAM software will write any errors to an error log.  Errors that prevent the proper functioning of AHAS will be corrected immediately.  Other errors will be prioritized and corrected as soon as possible.
UNISYS Software
Issues with Unisys software will be resolved using Unisys' 24 hour tech support hotline.

DATA
AHAS and the BAM are dependent on various data sources.  SQL Server databases/tables are backed up on a weekly basis and stored on the storage server as well as on an external hard drive located in the fire safe in DeTect’s Wilson Avenue building.  Idrisi raster layers are used to extract risk data and are stored on the storage server.  Web pages files and web service files are stored on both the primary and the back-up web servers. 

SYSTEM MONITORING
DeTect provides 24 hour monitoring of the entire AHAS system.  If any computer other than the web server fails, a text message and an email message will be sent to DeTect personnel to alert them of the issue.  Most issues are resolved remotely within 30 minutes of receipt of notification.  If the issue cannot be resolved remotely, DeTect employees are on call 24-7 and go to the office to resolve the issue.

In case of an issue with the web server, internet or internet service provider DeTect has purchased the services of AlertSite.  AlertSite constantly monitors the AHAS web site from 3 locations throughout the US.  If the web site is down for any reason a text message and email message will be sent to DeTect personnel who effect corrective action immediately.

COMPUTER VIRUS AND HACKING
AHAS computers have access to the internet thru DeTects firewall.  The firewall uses a network intrusion prevention and detection system called Snort.  DeTect uses ESET security software to protect from virus' and other threats.

SYSTEM RESTORATION
Restoration of the system is the responsibility of the Project Manager.  In the event that the entire system needs to be restored, the restoration sequence is as follows:
1. Domain Controller(Token) 
2. Web Server(Gobbles)
3. SQL Server(Snowball) 
4. WXMAX Server(WXMAX)
5. SQL Server(Monkey) 
6. Storage Server(Chef)
7. Extraction Computers(Ned,  Jimbo)
8. Weather suppression computers(AHAS01, AHAS02, AHAS03, AHAS04, SC, SE, NC, Victoria)
9. Forecast Computer(Kenny)
10. All remaining computers are backup computers and can be restored in any order.
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